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EXTENDED ABSTRACT 

Achieving an even load balance is a key issue of parallel 

computing. Moreover, the impact of load balancing on the overall 

algorithm efficiency stands to increase dramatically as we enter 

the peta-scale supercomputing era. By Amdahl’s law, the scalable 

component of the total wall time shrinks as the numbers of 

processors increases while the load imbalance, together with the 

constant sequential component, acts to reduce the speedup below 

that of linearity. While parallelization of sequential code often 

requires rewriting the code which can be very challenging, 

adopting an efficient load balancing scheme can be a simple and 

effective way to boost scalability and performance of the code. 

CESM (Community Earth System Model)[3] falls in the special 

category, as many other applications like FMO (Fragment 

Molecular Orbitals)[1] method in quantum chemistry, where there 

are just a few large tasks of diverse size. Dynamic load balancing 

(DLB) algorithms would not be appropriate because the number 

of tasks is much smaller than the number of processors. So static 

load balancing (SLB) would be the only realistic choice. But 

finding the optimal allocation is not trivial because, except for 

simple cases, it is an NP-hard problem. To solve load balancing 

for this special case we developed the Heuristic Static Load-

Balancing (HSLB) algorithm as an alternative to currently used 

“human optimization” where a scientist takes a guess what is 

optimal node allocation per task (or component for CESM or 

fragment in FMO). For the decision making step we formulated a 

load balancing problem as a mixed-integer nonlinear optimization 

(MINLP) problem[5-12]. The MINLP approach provides a great 

flexibility in modeling the allocation problem realistically. Using 

nonlinear functions, we can capture complex relationships 

between the run time and the number of processors. At the same 

time, we can impose integer restrictions on certain variables (e.g., 

number of processors or time requirements). To solve the MINLP 

for load balancing, we use MINOTAUR[2], a freely available 

MINLP toolkit. MINOTAUR offers several algorithms for solving 

general MINLPs, and can be easily called from different 

interfaces, for example AMPL[13] scripts or C++ code. 

In this poster, we applied HSLB to the climate modeling code 

called the Community Earth System Model (CESM) - on the Blue 

Gene/P supercomputer installed in Argonne National Laboratory 

(ANL) called Intrepid[4]. CESM consists of a few distinct 

components such as an atmosphere model and an ocean model. 

Each component has different scaling requirements and 

performance characteristics. This combination of a few 

components (tasks) of various sizes makes CESM a perfect 

candidate for the HSLB application. HSLB for CESM was heavily 

modified compared to HSLB for FMO[1]. The main difference is 

in constraining task layouts to reflect sequencing and partitioning 

of components across processors. These constraints are science 

requirements in CESM and defined by code organization. As a 

result, the HSLB mathematical models are more sophisticated for 

CESM because of the use of multiple constraints. 

In the poster, we have shown that the HSLB algorithm we 

developed is a viable alternative to the currently used “manual” 

optimization approach. By using a linear optimization technique, 

HSLB predicts an optimal allocation of nodes to the components, 

given accurate benchmarking data and a correct mathematical 

model. It is our intention to develop a “black box” from HSLB 

which would allow anyone, especially scientists without 

experience at “manual” optimization, to run CESM efficiently on 

supercomputers or clusters. There is work under way with NCAR 

scientists to make HSLB a part of the automated pipeline. To this 

end, we will be converting the AMPL code used to formulate the 

MINLP problem to C++ code and make it freely available for 

anyone to use. This work, although initially targeted at the CESM 

community, can benefit other climate modeling codes as well. 

By using HSLB, we improved the speed of CESM on 32768 

nodes for 1/8°-degree resolution simulations by 24% compared to 

a baseline guess on intrepid. HSLB predicted the optimal node 

allocation while LBE data for the ocean model was used to test 

some new ocean node counts. This is a good example of how 

HSLB predicted that using new node counts beyond those 

hardcoded could significantly improve code performance. There 

are other possible HSLB applications to CESM For example, 

HSLB could be used for finding the optimal cost-effective number 

of nodes to run CESM for a particular task. 

Two projects granted computational time on ALCF’s Blue Gene/P 

and Q supercomputers under the DOE INCITE[15-16] program 

will directly benefit from this work. These are Climate-Science 

Computational End Station Development (PI Warren Washington) 

and Attributing Changes in the Risk of Extreme Weather and 

Climate (PI Michael Wehner)[17]. By using HSLB, the load 

balancing optimization can be done quicker and more efficiently 

and will likely enable them to carry out additional simulation 

years for 1/8°-degree resolution simulations for a given allocation. 

The presented HSLB algorithm is not limited to FMO, CESM, or 

other climate modeling codes. In fact, any coarse-grained 

application with large tasks of diverse size can benefit from the 

present approach. As the number of cores increases in modern 

supercomputers, the issue of minimizing synchronization time 

while retaining high efficiency will put load balancing schemes to 

a highly stressful test. We believe that for coarse-grained 

applications our HSLB algorithm is a promising and general 

approach. 
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