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• Sparse proton distribution function 

– Reduced problem size, only non-zero velocity block exist 

– In typical simulations 1% fill ratio and overhead less than 10% 

– Increases performance, and also decreases memory, 

communication and IO proportionally 

– Distribution function is divided in blocks of 4x4x4 velocity cells 

– A block exists if it, or any neighbor in the six dimensions have 

content 

– A block has content if the value in any of its phase space cells is 

above a user defined threshold 

– In figure A,B have content; E,C have neighbors with content; D 

does not exist  

 

 

 

 

 

  

 

 

 

 

 

 

Magnetosheath dynamics and lobe reconnection as seen from a global beyond-MHD simulation Vlasiator 
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Global magnetohydrodynamic (MHD) simulations have been successful in 

describing systems where the important spatial scales are larger than ion 

gyro radii and the plasma has a well-defined temperature. The weakness of 
global MHD simulations is their inability to model the multi-temperature, 

multi-component plasmas in the inner magnetosphere, where most of space-

borne technology, including communication and navigation systems reside. 

We are developing a global Vlasov-hybrid simulation called the Vlasiator, 

where electrons are massless MHD fluid, but protons are modelled as 
distribution functions evolved in time using the Vlasov equation. This 

approach does not include the noise present in kinetic-hybrid simulations, but 

is computationally extremely challenging requiring petascale computations 

with thousands of cores. Here, we briefly review the status of the new six-

dimensional Vlasiator. We carry out a test particle simulation and propagate 

the distribution functions using the electromagnetic fields of the GUMICS-4 

global MHD simulation. We test and validate Vlasiator in a global setup by 

comparing the results from the test particle simulation against the standalone 

GUMICS-4 global MHD simulation. We find that the magnetosheath and 

magnetopause plasma properties from the test particle simulation are in 
rough agreement with the results from the GUMICS-4 simulation; however, 

also important differences arising from the kinetic treatment of plasma are 

observed. These beyond-MHD effect include the magnetosheath flow pattern 

changes after a newly established lobe reconnection within one hemisphere.  

Abstract Code setup: GUMICS-4 Code setup: Vlasiator 

Event: 2004-02-18 

Ideal conservative MHD 

Å Rieman solver 

Å FVM discretization 

Å Solar wind, magnetosphere 

Å Ionosphere electrostatic 

Boundary conditions 

Å Solar wind parameters 

Å Dipole field 

Å Ionosphere (MHD inner shell at 
3.7Re) 

Dynamically adaptive (cell-by-
cell) Cartesian grid 

Subcycling (variable time step) 

Å Time step < information travel 
time 

Å Cell time levels according to 
information travel time 

Ionosphere 

Spherical 3D 

Å 20 height levels 

Triangular FEM grid 

Å Refined at oval (~100 km) 

Electron density  

Å EUV (F10.7-based) 

Å Precipitation 

Å Maxwellian source 

No parallel electr ic field 

Å Subgrid scales 
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Version from 2011 (newer coming) 

Å Six-dimensional grid 

Å 3D spatial cell contains 3D 
velocity space 

Å FVM discretization 

Å Electrons: MHD fluid 

Å Protons: Distribution functions 

Å Propagation time-separated in 
ordinary and phase space with 
2nd order Strang splitting 

Å No ionosphere 

Å MHD inner shell at 7Re 

Å Boundary conditions 

Å Fields from GUMICS-4 (test-
particle at this stage) 

Å Maxwellian distribution with 
450km/s average velocity for 
protons in solar wind 

Newer version: Fully self-
consistent 
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Results  

Å Distr ibution function  

Å Time evolution from Vlasov equation (advection 
equation fo r protons) 

Å Closure scheme 

Current development 

version neglects 

Hall term, will be added 

Solar wind (ACE) 

1) Simulation with GUMICS-4 

Å Solar wind input from ACE 

Å Tilt angle throughout: -1Á 

Å Time period: 15 UT ï 00 UT on 
Feb 18, 2004 

Å Time period of interest 

Å After northward turning of IMF 

Å Lobe reconnection 
establishing 

Å IMF (0, -1, 9) nT 

2) Vlasiator simulation with  
GUMICS-4 fields 

Å 25 minutes of simulation 

Å Distribution functions well-
established in magnetosheath 

GUMICS-4 ionospheric field-aligned 
currents at the start of Vlasiator 
simulation: Typical two-cell convection 
during dayside reconnection 

GUMICS-4 ionospheric field-aligned 
currents at the time of interest: 
Typical four-cell convection during 
lobe reconnection 
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Top: Vlasiator moments of density and GUMICS-4 density in the GSE noon-midnight meridional plane in a) Vlasiator, and 

in b) GUMICS-4. The small arrows give the in-plane velocity field. Density along the three trajectories in panels a-b are 

given in panels c-e, with Vlasiator densities colored blue and GUMICS densities with red. The leftmost panels give the 
velocity moments in GUMICS-4 and in Vlasiator with the same color-coding. 

Botto m: Vlasiator moments of density and GUMICS-4 density in the GSE equatorial plane in a) Vlasiator, and in b) 

GUMICS-4. The small arrows give the in-plane velocity field. Density along the three trajectories in panels a-b are given in 

panels c-e, with Vlasiator densities colored blue and GUMICS densities with red. The leftmost panels give the velocity 

moments in GUMICS-4 and in Vlasiator with the same color-coding. 

Ion bulk velocity from 

Vlasiator at radial 

distances of 8, 9, 10 
and 11 RE as a 

function of the angle 

away from the z axis 

towards the sun. 

E! B drift magnitude color-coded on the velocity field 

lines above the northern (a) and southern (b) cusps. 

Magnetic field-aligned velo-city component above 
north-ern (c) and southern (d) cusps. !

Conclusions 

Å We show the first result of a new global beyond-MHD six-dimensional hybrid-
Vlasov simulation Vlasiator 

Å The solver reproduces the main characteristics of the magnetosheath and bow 
shock. 

Å The magnetosheath flow pattern is different compared to a standalone MHD 
simulation. 

Å The difference is due to the lobe reconnection accelerating particles, not present 
in global MHD. 
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• Computational challenges 

– Typical global 5D (2 in r-space and 3 in v-space) has 1011 phase space cells 

simulated over 105 steps 

• Parallelization 

– Target is to scale to tens of thousands of cores 

– Hybrid MPI+OpenMP parallelization 

• r-space over MPI, v-space over OpenMP 

• Reduced overhead from boundary cells and better load balancing  

– Local 5D tests on Cray XE6 with homogeneous plasma 

• Close to perfect strong & weak scalability (upper figure) 

• Improved scalability with threading (middle figure) 

– Global 5D tests on Cray XE6 

• Good efficiency up to 20 spatial cells per core at 16k cores (lower figure) 

• Scalability limited by strong computational imbalance; substepped 

acceleration and sparse velocity space 

• Vectorization 

– Core-solvers operate on vectors with 4 floating point values [7] 

– Efficient utilization of SSE2 and AVX instructions 

– 52% better performance on Intel Sandy Bridge  

– 31% better performance on AMD Istanbul  

 

 
 

 

• Hybrid-Vlasov 

– Protons modeled by a six-dimensional distribution function 

f(r,v,t) in ordinary space (r-space) and velocity space (v-

space)  

– Electrons fluid, hence hybrid-Vlasov  

– Proton distribution function propagated in six dimensions 

following Vlasov’s equation 

– Field solver propagates the magnetic and electric fields and 

includes the effects of the electrons through Ohm’s law 

 

• 6D distribution function discretization 

– 3D spatial grid [3] in ordinary space 

– Sparse 3D velocity space grid in each spatial cell 

– Stores volume averages in each phase space cell 

SA(dt) SA(dt) ST(dt) ST(dt) 

Fieldsolver 
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Vlasiator Numerical Implementation 

Scalability & Throughput 
 

Science 
 

• Vlasiator [1,2] – new hybrid-Vlasov simulation code  

– First of its kind – simulates Earth’s magnetosphere on a global 

scale based on a hybrid-Vlasov description of plasma 

– Novel sparse representation of proton distribution function  

• Earth’s Magnetosphere  

– Region of space formed by the interaction between the solar wind 

and Earth’s dipole 

– Solar wind – stream of protons and electrons (plasma) 

– Solar eruptions may cause harmful effects on satellites and 

electric grids – great interest in better physical understanding 

– Large scale plasma “laboratory” with rich physics but can be 

experimentally be measured only in few places visited by probes, 

high quality simulations needed to fill in the gaps 

 

 

 

– Hybrid-Vlasov gives noise-free representation of proton 

distribution function (cf. hybrid particle-in-cell) with good 

representation of even tenuous regions – new science enabled 

 

• Propagation  

– Protons: Finite volume method, second-order wave propagation 

method [4,5] split into 3D propagations in r-space propagation 

(ST) and v-space (SA)  

– Fields: Upwind constrained transport method [6] on staggered 

grid 
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Density Proton density 
• Simulation setup  

– 5D simulation of ecliptic plane , 450x900 cells in r-space, and 

up to 50x50x50 in v-space 

– Typical solar wind conditions (velocity 500 km/s, number 

density 1e6, magnetic field 1 nT at 45 degrees with respect to 

Earth-Sun axis) 

• Results 

– Is able to reproduce key features of  

solar wind-magnetosphere interaction  

– Ion foreshock: Backstreaming ion population  

and associated  EM-waves in agreement  

with observations 

– Magnetosheath: Subject to mirror instability. 

– Detailed and noiseless description of v-space,  

breakthrough for understanding kinetic processes 
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Further terms to Ohm’s law 

Ions (protons) Fields 

Visit http://vlasiator.fmi.fi.
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