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ABSTRACT

Irregular algorithms such as graph algorithms, sorting, and sparse matrix multiplication, present numerous programming challenges that include scalability, load balancing, and efficient memory utilization. In this age of Big Data we face additional challenges since the data is often streaming at a high velocity and we wish to make near real-time decisions for real-world events. For instance, we may wish to track Twitter for the pandemic spread of a virus. Analyzing such data sets requires combing algorithmic optimizations and utilization of massively multithreaded architectures, accelerators such as GPUs, and distributed systems. My research focuses upon designing new analytics and algorithms for continuous monitoring of dynamic social networks. Specifically, we deal with load balancing, scheduling, avoiding redundant computations, and utilizing network properties for designing dynamic graph algorithms.
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Research Statement and Motivation

Achieving high performance computing for irregular algorithms such as Social Network Analysis (SNA) is challenging as the instruction flow is data dependent and requires domain expertise. The rapid changes in the underlying network necessitates understanding real-world graph properties such as the small world property [23, 25], shrinking network diameter [20], power law distribution of edges[4, 7], and the rate at which updates occur. These properties, with respect to a given analytic, can help design load-balancing techniques, avoid wasteful (redundant) computations, and create dynamic algorithms.

In the course of my research I have considered several parallel programming paradigms for a wide range systems of multithreaded platforms: x86 [10, 11, 9, 16, 13], NVIDIA’s CUDA [15], Cray XMT2 [9], SSE-SIMD, Plurality’s HyperCore [5, 13, 24, 12]. These unique programming models have required examination of parallel programming at multiple levels: algorithmic design, cache efficiency, fine-grain parallelism, memory bandwidths, data management, load balancing, scheduling, control flow models and more. In my poster I will present the approaches that we have taken to analyze massive social networks. I will focus on the three of my novel algorithmic contributions for dynamic data: betweenness centrality, clustering coefficients, and Merge Path.

Betweenness Centrality (BC) [8] is a widely used analytic used for finding key players in a social network. In [16] we designed and implemented a new algorithm for computing BC for dynamic graphs that extends Brandes’s [3] static graph algorithm. Our dynamic algorithm is several hundred times faster that the static algorithm for edge insertion and deletion. The new dynamic graph algorithm had an increased storage complexity that required us to revisit the data structures required by Brandes’s algorithm. This in turn led to the development of a new approach for computing betweenness centrality, that can be applied to multiple flavors of betweenness centrality, that increase scalability, reduce memory footprint, improve cache usage, increase problem size, and offer better loading balancing [9]. Our algorithm also proved to be twice as fast (per core) then previously published algorithm for x86 systems. We implemented several BC algorithms on two shared-memory systems including a 40-core Intel x86 system and the Cray XMT2 [19]. Our new approach can be applied to additional betweenness centrality algorithms: parallel[2, 21] and distributed [6], and approximate [1].

Clustering coefficients is another widely analytic used to state how tightly bound vertices are based on the number of closed triangles that they belong. In [10] we present a new approach to compute clustering coefficient using vertex covers. This approach avoids counting the same triangle multiple times and can be added to the well known lexicographical approach that reduces the times a triangle is counted by a factor of two. We showed that our algorithm can be extended to count larger circuits as well. From this optimization, we were able to better understand the load imbalance caused by straightforward parallelization of clustering coefficient that is due to power-law distribution of the edges. In [17] we presented two unique load balancing techniques for clustering coefficients - these approaches trade off accuracy of the load-balance with storage requirements. Our new algorithms are several times faster than previous implementations. Further, our two optimizations can be combined, thus achieving even higher speedups.

Additional social network analytic we developed is the combination of a data structure and algorithm for tracking connected components in a dynamic graph [22]. This algo-
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